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Abstract— Objectively accessing the quality of screen content
images (SCIs) is a challenging problem, as SCIs may not
always have identical properties as natural scenes. Here we
conduct comprehensive studies on the subjective and objective
quality assessment of the compressed SCIs. Firstly, we build a
database that contains the distorted SCIs generated by the high
efficiency video coding standard as well as its extension on screen
content compression. Subsequently, subjective experiments are
conducted to evaluate the perceived quality of these SCIs with
compression artifacts. To automatically predict the subjective
quality, a reduced-reference quality assessment model is further
learnt by a set of wavelet domain features concerning the
generalized spectral behavior, the fluctuations of the energy,
and the information content with relatively large scale training
samples. Our experimental results show that the learnt model is
able to achieve better prediction on the SCI quality with a few
extracted meaningful features.

Index Terms— Compressed screen content images, objective
quality assessment, reduced-reference, subjective quality
assessment.

I. INTRODUCTION

RECENTLY, there has been a growing interest in virtual
desktops and wireless displays, the purpose of which is

to access the computational resources and remote data via
the network. In these applications, the constantly updated
screen at the sender side is usually recorded, compressed
and transmitted to the display side [1]–[3]. Therefore, the
quality of screen content image (SCI) plays an important
role in the quality-of-experience of the interactive screen
remoting systems. Quality assessment of SCIs has emerged
as an important problem because of the exponential increase
in the demand for these graphically rich services. However,
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it has been widely acknowledged that the properties of SCIs
are usually distinguished from the natural images [4], [5],
making the image quality assessment (IQA) task of SCIs a
non-trivial problem, as traditional IQA algorithms are usually
devised relying on the statistics of natural images. In [6], a
database of distorted SCIs with subjective quality rankings
was created. The correlations between subjective and objective
scores also suggest that directly employing the IQA models
developed for natural images may not suffice for the purpose
of trusted SCI IQA. In view of the distinctive features of
SCIs and their application scenarios, it is highly desirable
to study the subjective and objective quality of the SCIs
with compression artifacts, which can further provide essential
guidance in devising, monitoring and optimizing the advanced
screen communication systems [7]–[9].

The distinguished properties of SCIs have also motivated
many advanced coding techniques, many of which have been
adopted into the screen content coding (SCC) extension to the
High Efficiency Video Coding (HEVC) standard [10], [11]1.
For instance, it is observed that the prediction residuals of the
textual content in SCIs are usually sparse and may contain
sharp edges in various directions, such that the traditional
transform based coding techniques may not be that efficient.
In [12]–[14], transform skipping schemes were proposed and
adopted into the HEVC standard. Furthermore, considering
the fact that the screen content typically contains a finite
number of distinct colors within a local region in contrast
to the continuous color representation of natural content, the
palette coding mode based on “base color and index map”
representation was studied in [4], [15]. Motivated by the
observation that the repeated patterns may often occur within
one frame [16], the intra motion compensation approach was
applied to improve the screen content coding efficiency.

These advanced coding tools have shown promising coding
performance in both HEVC and HEVC SCC extension stan-
dardization process, revealing the great potentials in deploying
these standards in the interactive screen remoting system.
Accordingly, there is an urgent need to further study the
perceptual distortion originated from the compression artifacts
induced by HEVC and HEVC SCC extension. This motivates
us to firstly build a quality assessment database of compressed
SCIs. In particular, we establish a new SCI quality assessment
database, including 24 source and 492 compressed SCIs.
To obtain the perceived quality scores of these compressed

1In this paper, in order to distinguish with HEVC SCC extension, “HEVC”
only specifies the first edition of HEVC, also known as HEVC version 1.
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SCIs, a comprehensive subjective test is conducted. Such data-
base allows us to directly investigate the perceptual quality of
the compressed SCIs generated by the state-of-the-art codecs
specified by HEVC and its SCC extension [17], and guides
the generation of more test materials and the design of more
advanced quality measures in the future.

In addition to the subjective testing, it is also highly desir-
able to study the objective IQA measures of SCIs, targeting at
automatically predicting the perceived SCI quality by human
subjects. Depending on the availability of the reference image
that is directly rendered by the computer, SCI IQA measures
can also be classified into the full-reference (FR), reduced-
reference (RR) and no-reference (NR) methods. In particular,
FR measures require full access to the reference SCI, and
most of the popular FR methods such as the structural similar-
ity (SSIM) index [18] and its variants [19]–[21], visual signal-
to-noise ratio (VSNR) [22], gradient similarity (GSIM) [23]
and visual saliency-induced index (VSI) [24] are designed
based on the validations using natural images. Recently, in [25]
a novel FR-IQA algorithm termed as saliency-guided quality
measure of SCIs (SQMS) has been proposed, which effec-
tively captures the structural distortion of the screen content.
Regarding the NR methods, they do not allow any access to
the reference SCI. Generally, NR-IQA methods are important
for natural images [26]–[33]. One reason lies in that the
acquisition process of natural images using physical camera
sensors may inevitably involve multiple types of distortions,
making the perfect quality pristine image unavailable. By con-
trast, as SCIs are directly generated from the computer, at the
sender side the SCIs are presumed to have perfect quality.
Though the reference images are not available at the client
side, such neat properties of SCIs make the RR-IQA that
depends on much less information from the reference image
more meaningful for SCI communication applications. Clearly,
the RR-IQA is providing a compromise in-between the FR and
NR IQA methods, where only sparsely sampled features that
can adequately capture the properties of the reference image
are efficient in predicting the quality.

The key to the successful RR-IQA methods lies in how
to select and combine a set of meaningful RR features that
can reflect the visual quality. In view of its importance in
IQA research, numerous methods have been proposed in the
literature. In [34], the wavelet domain natural image statistic
model (WNISM) was proposed. Subsequently, the RR-IQA
methods were developed in the divisive normalization domain,
leading to the DNT-RR method [35], [36]. In [37], the entropy
of primitives was used to reflect the visual quality. The
authors in [38], [39] observed that the reorganization of the
DCT coefficients may lead to a better RR-IQA method based
on their city-block distance (ROCB). In [40], the image
quality was reflected in the Fourier transform domain (FTD),
in which the phase and magnitude are employed to access
the image quality. In [41], a novel structural degradation
model (SDM) was developed using the distance between
the structural degradation information of the reference and
distorted images. In [42], the histograms of the edge pattern
map (EPM) were utilized to infer the quality of the distorted
image. In [43], the reduced-reference image quality metric

Fig. 1. All 20 source SCIs in the SIQAD database.

for contrast change (RIQMC) was proposed by measuring the
differences between the statistical information (first ∼ fourth-
order statistics, entropy, etc.) of the reference and distorted
image histograms. Again, most of these methods are designed
relying on the natural scene statistics obtained from natural
images, which may not always have the same characteristics
of screen content [44].

In this paper, we learn a RR Wavelet − domain Quali ty
Measure of SC Is (RW QM S) by exploring the statistics of
SCIs based on relatively large training samples. In analogy to
the natural scene statistics (NSS) models that lay a perceptu-
ally meaningful groundwork to capture the low-level statistical
properties of natural images, we use the statistics of SCIs
in wavelet domain and map the feature space to the quality
scores with the help of support vector regressor (SVR) [45].
Specifically, we employ the magnitude, variance and entropy
of the wavelet coefficients [46] to characterize the spectral,
energy and information content of the SCIs. At the receiver
side, identical features extraction process as at the sender side
is performed. In particular, to compare the extracted features,
the mapping strategy from the destruction of the features to
the quality score is learnt from the training phase using 149
original SCIs [47] and the corresponding corrupted versions.
To avoid over-fitting, the content of training and testing SCIs
are totally different. Such a methodology ensures that we
can effectively learn the statistics of the computer generated
images, which govern the perceptual characteristics of the
distorted SCIs.

II. SUBJECTIVE QUALITY ASSESSMENT

OF COMPRESSED SCIS

A. Previous Subjective SCI IQA Studies

To our best knowledge, in addition to the proposed data-
base, there is only one SCI IQA database available for
study, which is called screen image quality assessment data-
base (SIQAD) [6]. It includes 980 distorted SCIs which
are generated by corrupting 20 source SCIs with seven
distortion types at seven distortion levels. These distortion
types include Gaussian blur (GB), Gaussian noise (GN),
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Fig. 2. All 24 source SCIs in the QACS database.

contrast change (CC), motion blur (MB), JPEG compression,
JPEG2000 compression (JP2K) and Layer Segmentation based
Coding (LSC).

In SIQAD, the 20 reference SCIs are obtained from web-
pages and digital magazines by screen recording, as illustrated
in Fig. 1. The resolutions are from 626 × 612 to 832 × 728.
Guided by the suggestions from ITU-R BT.500-13, the testing
strategy is single stimulus (SS) method with 11 point discrete
scales ranging from the worst 0 to the best 10. The subjects are
asked to provide his/her visual opinion score for each distorted
SCI. The specific viewing distance is 2–2.5 times of the screen
height. Before the subjective testing process, the subjects are
firstly trained with various distortion types and levels. This
database lays a groundwork for SCI quality assessment, and
subsequently advanced SCI FR-IQA algorithms have been
developed to predict the SCI quality [9], [25].

B. Subjective Study of the Compressed SCIs

Here we propose a new database called quality assessment
of compressed SCI (QACS), targeting at compensating for
the features missing from SIQAD. As such, the distortion
patterns generated by the state-of-the-art codecs including both
HEVC and HEVC-SCC are involved. Following the common
test conditions specified by HEVC SCC extension in [48],
24 pristine SCIs are collected, covering wide application
scenarios including web pages, office (words and excels) and
cloud CAD, as shown in Fig. 2. To create the distorted versions
of these SCIs, each SCI is compressed with 11 QP values
ranging from 30 to 50 by Intra coding of HEVC and HEVC
SCC extension, respectively. In total, 528 distorted SCIs are
generated. Compared with SQIAD, there are three unique
features of the proposed database: the inclusion of HEVC
and HEVC SCC compression artifacts, the inclusion of higher
resolution SCIs, and the inclusion of more SCI content types
and application scenarios [17].

The methodology of the subjective testing is consistent
with that in developing the SIQAD database. Specifically, the
single-stimulus is used in the subjective testing. Twenty sub-
jects were invited to take participate in the test, in which they
were asked to view the distorted SCIs with a specified viewing
distance (around 2–2.5 screen heights). Again, 10-category
discrete scale is employed to record the subjective opinions
offered by the subjects, which can make the subjective values

more distinguishable. After collecting the raw scores, we
further process these scores in order to generate the final mean
opinion score (MOS) for each SCI.

It is widely acknowledged that each subject has his/her own
understanding on the quality of the perceived SCIs. However,
considering all the 20 subjects, most of them should have simi-
lar agreements on the visual quality. This implies that we allow
the dissimilarities of the subjective score to some extent. Yet,
if the dissimilarities exceed the tolerance, the SCI should be
rejected to ensure that only trusted MOS values are adopted in
the database. Specifically, following the methodology in [49],
the 25% and 75% of subjective ratings of the sorted subjective
scores can be obtained for each SCI. In other words, the central
50% of subject ratings lie within the range from 25% to 75%,
and if these ratings are constrained within an interval of 2, we
can draw the conclusion that the subjects have arrived at an
agreement of the perceived SCI quality. In this manner, in total
36 out of 528 outlier SCIs are rejected, leading to the final
492 SCIs used in the database. Furthermore, we perform the
subject rejection process following the ITU-R BT 500-11 [50].
Specifically, the subjective ratings are firstly converted into
Z-scores and for each subject the reliability is examined to
determine whether his/her scores should be discarded. After
performing this procedure, no subject gets rejected eventually.

The final MOS score is then computed by averaging the
subjective ratings for each distorted SCI, which is given by

Q j = 1

S

S∑

i=1

Qi, j (1)

where S denotes the number of subjects and Qi, j denotes the
rating by the subject i when viewing the j th distorted SCI. The
final MOS scores of these distorted SCIs provide us further
opportunities to analyze and evaluate the IQA performance.

In Fig. 3, we demonstrate the histogram of the MOS values,
from which we can observe that the perceptual quality of
the SCIs distributes over a wide MOS value range. The
separation of the visual quality can also facilitate the future
investigation on the perceptual characteristics of SCI and the
design of trusted SCI IQA algorithms. Moreover, for each
distorted SCI, we compute the 95% confidence interval to
evaluate the consistency among subjects. The distribution of
the confidence intervals is shown in Fig. 4. It is observed
that the confidence intervals primarily locate in the range
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Fig. 3. Histogram of the MOS values in the QACS database.

Fig. 4. Histogram of confidence intervals in the QACS database.

from 0.2 to 0.3. This further provides useful evidence of
the high agreement across subjects in judging the quality of
the SCIs. To facilitate future study and comparisons, we have
put the database online [51].

III. REDUCED-REFERENCE SCI QUALITY ASSESSMENT

In this section, we will describe the learning based RR-
IQA method that is specifically developed for the SCI quality
prediction. In the interactive screen remoting system, usually
the server and the client communicate with each other over
a network [1]. In this process, to feasibly monitor the screen
quality, the features from the sender and receiver SCIs are
extracted and compared to monitor the perceptual degradations
of the screen quality. In essence, the selected features should
be sensitive to specific distortions and effectively summarize
the perceptual characteristics of SCIs [44], such that the
perceptual quality can be reliably learnt from the feature
divergence.

Regarding the visual perception of SCIs and natural images,
there are both similarities and differences. The similar aspect
lies in that the ultimate receiver of both SCIs and natural
images is the human visual system (HVS). Therefore, the
characteristics of HVS should be naturally considered in the
selection of perceptually meaningful features, such that the
feature selection process turns out to be “perceptual quality
aware”. However, it is generally believed that the adaptation
of HVS follows the statistics of natural scene, which is based
on the hypothesis that the natural images only occupy a small
subspace of all possible images [52]. By contrast, SCIs may

not always belong to this subspace and the statistics of SCIs
may not usually obey the NSS [53], rendering them unnatural
appearance. In view of these considerations, the distinct fea-
tures of SCIs should also be taken into consideration in the
quality prediction process.

In analogy to the traditional learning based IQA meth-
ods [26], [32], [46], [54], the proposed RR-IQA scheme is
also composed of the two modules: quality-aware feature
extraction and quality prediction. As aforementioned, since
the ultimate receiver of SCIs is HVS, the features that provide
a “reduced description” should also coincide with visual
perception. One distinct property of visual perception is that
the spatial receptive field of simple cells can be character-
ized as being localized, oriented and bandpass [55], [56],
comparable to the basis of wavelet. This implies that the
wavelet transform exhibits close relationships with the visual
cortex property. It is also widely acknowledged that the
images are naturally multiscale [57], [58] and low level vision
involves the decomposition of the visual signal into multiscale
representation [31]. Therefore, from the perspective of HVS
perception, the wavelet domain features are appropriate in the
quality evaluation. Moreover, the textual regions in typical
SCIs contain abundant high contrast edges [9], which deliver
important information of the SCI content. As such, from the
perspective of SCI perception, the wavelet transform, which
is able to provide the multiscale representation of the edge
information [59], is important for SCI perception due to the
discriminative ability of different types of edges.

Inspired by these observations, the wavelet domain features
such as coefficient magnitude, variance and entropy [46] are
adopted in the RR-IQA method to characterize the SCI infor-
mation. Given the extracted features from the reference and
distorted SCIs, the next procedure is to map the feature diver-
gence to the quality score. In the literature, the learning based
regression models are widely employed in this procedure.
In this work, we adopt the SVR for the purpose of regression,
which has been shown to achieve good performance on the
high-dimensional regression problems. The aim of the training
process is learning to map the departures from reference SCI
features to the quality score based on the statistics captured
from SCIs.

The framework of the proposed learning based SCI RR-IQA
method is illustrated in Fig. 5. Specifically, the RR features
at the transmitter side are obtained by transforming the ren-
dered SCIs into the wavelet domain to capture the statistical
properties with multiscale representation. The features are
subsequently transmitted to the receiver through an ancillary
channel. After receiving the distorted SCI, the feature extrac-
tion unit at the receiver side calculates the features in a similar
fashion. In the final stage, the divergence between the features
that are extracted from the transmitter and receiver SCIs is
mapped into one quality score with the learning based quality
prediction mechanism.

A. Wavelet Domain Feature Extraction

The wavelet domain feature extraction is achieved by a
scale-space orientation decomposition, which is implemented
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Fig. 5. Framework of the proposed learning based SCI RR-IQA method.

with the multiscale steerable pyramid structure along horizon-
tal, vertical and diagonal directions (HL, LH, and HH). The
high frequency subbands carry important edge information
of SCIs to convey the semantic information with multiscale
representation. In this work, the input SCI is decomposed
into four scales and in each scale the HL and LH subbands
are merged together, as they usually share similar statistics.
In this manner, we can get eight subbands in total. Within each
subband, the features representing the coefficient magnitude,
variance and information [46] are extracted based on the
wavelet coefficients.

Firstly, we compute the mean of the log-domain wavelet
coefficients to measure the amplitude spectrum of the SCI
in each subband. Specifically, assume the coefficient at posi-
tion (i, j) of the kth subband is χk(i, j), then the feature that
represents the coefficient magnitude is given by

μk = 1

NH ∗ NW

NH∑

i=1

NW∑

j=1

log |χk(i, j)| (2)

where NH and NW are the height and width of the kth
subband.

Subsequently, the variance of the coefficient is computed to
reflect the fluctuation and distribution of the energy

σk = 1

NH ∗ NW

NH∑

i=1

NW∑

j=1

log

∣∣∣∣∣χk(i, j) −
∑NH

i=1

∑NW
j=1 χk(i, j)

NH ∗ NW

∣∣∣∣∣.

(3)

It is also worth noting that in accordance with the coefficient
magnitude, the log domain variance is computed.

Finally, the entropy is calculated to reflect the information
content in wavelet domain

Ik =
NH∑

i=1

NW∑

j=1

p(χk(i, j)) log p(χk(i, j)) (4)

where p(χk(i, j)) indicates the probability distribution of the
coefficient in the subband.

After computing the features of the reference SCI in each
subbands, they are stacked into one vector to efficiently
summarize the perceptually relevant content of the screen
visual signal [46]

f = {fμ; fσ ; fI }
= {μ1, μ2, . . . μ8; σ1, σ2, . . . , σ8; I1, I2, . . . , I8}. (5)

Analogous to the reference SCI, the feature vector of the dis-
torted SCI f̃ = {̃fμ; f̃σ ; f̃I } can be obtained in a similar fashion.
Therefore, it is natural to compare the features of the original
and distorted SCIs and relate them with the perceptual quality.
Fig. 6 shows the impact of compression distortions on the
feature divergence with different quantization parameter (QP)
settings, where

�fμ = fμ − f̃μ = {�μ1,�μ2, . . . ,�μ8}
�fσ = fσ − f̃σ = {�σ1,�σ2, . . . ,�σ8}
�fI = fI − f̃I = {�I1,�I2, . . . ,�I8}. (6)

It is observed that the absolute values of �fμ, �fσ and
�fI exhibit strong trend associated with different QP settings
and MOS values. This further demonstrates that the extracted
features are sensitive to distortions and able to provide a good
indication of the perceptual quality.

Finally the feature divergence is calculated to infer the
quality of the distorted SCI

�f = {�fμ; �fσ ; �fI }
= {�μ1, . . .�μ8; �σ1, . . . ,�σ8; �I1, . . . ,�I8}. (7)

B. Quality Prediction Model

The quality prediction model serves to predict the perceptual
quality of the distorted SCI given the feature divergence
vector �f. To avoid over-fitting, it is required to be learnt
with the distorted SCIs of different content together with the
associated MOS values. However, currently as the SCI IQA
database is still largely lacking, it is difficult to collect enough
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Fig. 6. The absolute feature divergence under different QP settings. (a) “SC_PPT_DOC_XLS”; (b) “SC_Desktop”; (c) “SC_Map”.

Fig. 7. Illustration of the 149 training SCIs from the saliency database in [47].

learning samples. This prompts us to adopt an alternative
strategy that generates the groundtruth data with an FR IQA
model. Specifically, the 149 SCIs in the saliency database [47]
and the associated around 12 000 distorted SCIs are used
for training. As illustrated in Fig. 7, the contents of these
SCIs are different with those in QACS and SIQAD. The
corresponding distorted SCIs are generated by corrupting these
images with eight distortion types (Gaussian blur, white noise,
motion blur, contrast change, JPEG, JPEG2000, HEVC and
HEVC-SCC extension) and 10 distortion levels. Subsequently,
the specifically developed SCI FR-IQA algorithm SQMS [25]
that has been proven to achieve state-of-the-art performance is
used to generate the training scores. The correlations between
SQMS and the MOS scores in both SIQAD and QACS
show that this method is able to provide higher predic-
tion accuracy across different distortion types and SCI con-
tents compared with state-of-the-art IQA algorithms. Finally,
these SCIs and SQMS scores are used to learn the quality
prediction model.

The training and testing procedures are illustrated in Fig. 8.
Given the training original and distorted SCIs, the divergence
features and the SQMS scores are acquired. Accordingly, the
quality prediction model is trained with the SVR, which is

Fig. 8. Illustration of the training and testing procedures.

given by

model = SVR_Train{�f1, . . .�fn, SQMS1, . . . , SQMSn}
(8)

where n denotes the number of SCIs used in training.
In the testing procedure, given the divergence feature vector

�f, the RR SCI quality of the proposed RWQMS method is



538 IEEE JOURNAL ON EMERGING AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS, VOL. 6, NO. 4, DECEMBER 2016

TABLE I

PERFORMANCE COMPARISON WITH STATE-OF-THE-ART FR AND RR IQA ALGORITHMS BASED ON THE SIQAD DATABASE

TABLE II

PERFORMANCE COMPARISON WITH STATE-OF-THE-ART FR AND RR IQA ALGORITHMS BASED ON THE QACS DATABASE

TABLE III

PERFORMANCE COMPARISON FOR INDIVIDUAL DISTORTION TYPE IN SIQAD (THE TOP TWO METHODS ARE HIGHLIGHTED)

predicted by the quality prediction model

RWQMS = SVR_Predict(�f, model). (9)

Here the LIBSVM package [60] is used in the SVR
process [45].

IV. EXPERIMENTAL RESULTS

A. Protocol

To validate the proposed RWQMS algorithm, both the
SIQAD and QACS datasets are used for testing. Again,
the QACS database contains 492 distorted SCIs with two
distortion types and SIQAD contains 980 distorted SCIs with
seven distortion types. The proposed method is compared with
state-of-the-art RR and FR IQA algorithms. The RR-IQA
methods include WNISM [34], DNT-RR [35], EPM [42],
FTB [40], SDM [41] and RIQMC [43]. In addition, the popular
FR algorithms including PSNR, SSIM [61], VSNR [22],
GSIM [23], VSI [24] and SQMS [25] are compared as well.

To evaluate the performance of different IQA measures,
five evaluation metrics are reported, including Spearman
rank correlation coefficient (SRCC), Pearson linear correlation
coefficient (PLCC), mean absolute error (MAE), root mean-
squared error (RMSE), and Kendall’s rank correlation coef-
ficient (KRCC). Specifically, as specified in Video Quality
Experts Group (VQEG) Phase I FR-TV test [62], PLCC,
MAE and RMSE evaluate the prediction accuracy by per-
forming a nonlinear mapping between the subjective and
objective scores. The SRCC and KRCC evaluate the prediction
monotonicity, which are independent of any monotonic score
mapping. A better objective quality measure is expected to

TABLE IV

PERFORMANCE COMPARISON FOR INDIVIDUAL DISTORTION TYPE IN

QACS (THE TOP TWO METHODS ARE HIGHLIGHTED)

achieve higher values in PLCC, SRCC, and KRCC, and lower
values in RMSE and MAE.

B. Performance Evaluation

The validation results of the two screen content databases
are shown in Tables I and II, where it can be observed that the
proposed RWQMS significantly outperforms the state-of-the-
art RR algorithms with respect to both prediction accuracy and
monotonicity. Although it is usually unfair to directly compare
the RR-IQA with the FR-IQA approaches, the performance of
the FR-IQA approaches can still provide a good indication on
the status of the RR-IQA methods. Regarding SIQAD, it can
be observed that the proposed algorithm achieves better predic-
tion performance compared with the FR-IQA methods except
SQMS, which was specifically developed for SCIs. For QACS
database, the RWQMS performs slightly inferior to the state-
of-the-art FR algorithms. Moreover, we further evaluate the
breakdown prediction performance for the individual distortion
type, and the results are shown in Tables III and IV. It is worth
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Fig. 9. Scatter plots of the MOS vs objectively predicted scores on SIQAD.

Fig. 10. Scatter plots of the MOS vs objectively predicted scores on QACS.

noting that for SIQAD, the compression distortion includes
JPEG, JPEG2000 and Layered compression. It can be seen
that, in general, for most cases the proposed method is among
the best. Scatter plots of objective prediction after regression
versus human ratings are shown in Figs. 9 and 10. It is also
observed that the proposed method can accurately predict the
human rating scores across different distortion types.

To further evaluate the performance of the proposed method,
following [63] we carry out a statistical significant analy-
sis. Specifically, the analysis is based on the variance-based
hypothesis testing, in which the residuals difference between
the DMOS and the predicted scores from the objective IQA
methods are assumed to follow the Gaussian distribution. The
results of SIQAD and QACS are provided in Table V and VI,
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TABLE V

STATISTICAL SIGNIFICANCE EVALUATION OF THE PROPOSED METHOD OVER THE STATE-OF-THE-ART METHODS BASED ON SIQAD

TABLE VI

STATISTICAL SIGNIFICANCE EVALUATION OF THE PROPOSED METHOD OVER THE STATE-OF-THE-ART METHODS BASED ON QACS

TABLE VII

COMPARISONS BETWEEN THE DIRECT SUMMATIONS OVER RHE FEATURE

DIVERGENCE AND THE PROPOSED METHODS

where the symbol “1” denotes that the proposed IQA method
is statistically better than that of the column, “0” denotes that
the IQA method of the column is better than the proposed
method, and “-” means that the two methods are statisti-
cally indistinguishable. It can be observed that the proposed
model is statistically superior to all the compared RR IQA
algorithms. Moreover, for SIQAD database, the proposed
method is only inferior to SQMS and performs better than the
other FR methods. For QACS database, the proposed method
achieves statistically similar performance compared with the
VSI algorithm, better than VSNR, and inferior to the SQMS,
SSIM and GSIM.

To further verify the proposed learning based RR-IQA
algorithm, we compare the proposed IQA measure (with SVR)
with the method of direct quality prediction (without SVR).
Specifically, we use the direct summations over the fea-
ture divergence vector �f to predict the SCI quality. The
comparison results are shown in Table VII, where “Direct”
indicates the direct summation approach. It is not surprising
to see that the proposed method significantly outperforms the
“Direct” approach, which further provides useful evidence of
the advantages of the learning strategy in RWQMS.

The proposed method employs the linear difference in
feature space to compute the feature divergence, which serves
as the input to the learning model. To provide more evidence
regarding the effectiveness of this method, an experiment is
conducted by comparing the performance with two alternative
approaches. Specifically, the first approach computes the fea-
ture divergence by dividing the feature of the distorted SCI by
that of the original SCI, and the second method treats all 48
features as the input to SVR. The comparison results are shown
in Table VIII, where “Divide” denotes the first and “All”
denotes the second approach, respectively. It can be observed
that the proposed method is superior to the two alternative
approaches. This implies that computing the linear difference
in feature space provides useful information about the quality
variations and leads to significant performance improvement
in terms of SCI quality prediction accuracy.

TABLE VIII

COMPARISONS OF DIFFERENT FEATURE DIVERGENCE

COMPUTATION STRATEGIES

TABLE IX

PERFORMANCE COMPARISONS USING 80%/20% TRAINING/TESTING

SPLITS WITH 1000 ITERATIONS IN SIQAD

C. Comparisons With Learning based IQA Algorithms

In this subsection, we compare our approach with
three learning based algorithms, including BLIINDS-II [31],
DIIVINE [32] and BRISQUE [33]. Specifically, we split the
database according to the content (80% for training, 20% for
testing) and retrain these algorithms. The resulting median
PLCC, SRCC and KRCC are obtained over 1000 iterations
of random train/test splits. The results are demonstrated
in Table IX, from which we can observe that the proposed
algorithm is superior to these learning based algorithms.

D. Complexity Comparison

The complexity of the IQA algorithms is evaluated by the
actual running time. Specifically, we run these algorithms
on the SIQAD database with a computer of Intel I7-4790
CPU@3.60GHz and 8GB RAM. The software platform is
MATLAB R2014. In Table X, we tabulate the running time of
different IQA methods. The average running time in terms of
seconds/pic is computed. In particular, regarding the proposed
method only the computational complexity of the feature
extraction is taken into account. It can be observed that the
computational complexity of the proposed method is much
less than the other RR-IQA algorithms and comparable to the
state-of-the-art FR methods such as VSI. The low complexity
computation can also enable its applications in SCI commu-
nication scenarios.
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TABLE X

COMPUTATIONAL COST OF THE PROPOSED AND 12 IQA METHODS

E. Discussions

Our RWQMS method has been shown to achieve better
prediction in both SIQAD and QACS databases based on
a set of wavelet domain features. The superior performance
originates from using large amount of training data labeled by
the state-of-the-art FR-IQA algorithm SQMS to automatically
learn the quality prediction model. Since these features are
fast and easy to calculate, it is practical to deploy such algo-
rithm in the interactive screen-remoting system to real-time
monitor the SCI quality. In particular, in the scenario of SCI
communication, by embedding the extracted features in the
bitstream, at the receiver side the perceptual quality predicted
by the proposed model can be feasibly acquired to monitor the
perceptual degradations after compression and transmission.
As one of the first attempts that apply machine learning in
addressing the SCI RR-IQA problem, the proposed algorithm
can also be improved from the perspectives of effectiveness
(in terms of prediction accuracy) and efficiency (in terms of
the computational complexity and transmission overhead) in
the future. Firstly, we will continue to develop more accurate
SCI FR-IQA measure that can provide us the trusted quality
score to learn the quality prediction model. As such, the
RR-IQA performance can accordingly get improved. Secondly,
in addition to the distortion created by compression, more
distortion types will be considered. Thirdly, how are these
extracted statistical features that can reflect the quality of SCI
related and what is the best way to explore minimal number of
features to predict the SCI quality will also be studied. Finally,
the extension of the wavelet domain features to the NR SCI
IQA needs further exploration, which is also very meaningful
from a practical point of view.

V. CONCLUSION

The major contributions of this paper are twofold. We create
a new subjective SCI database and learn a reduced reference
quality measure that can be feasibly applied in monitoring
the end-to-end quality of SCIs. In particular, the database
has the unique feature that includes the distortions created by
both HEVC and HEVC-SCC extension. Extensive subjective
experiments have been conducted to evaluate the quality of the
compressed SCIs. Moreover, the specifically learnt reduced
reference objective model automatically predicts the quality
of the SCIs with a few extracted features, and experimental
results show that the proposed method can accurately predict
the SCI quality across different types of distortions.
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